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1. Executive Summary 

The transformation brought by generative AI has swept across industries, but nowhere is the 
need for rearchitecture more urgent than in telecommunications. While advances in LLMs have 
made intelligent interfaces common in consumer apps, real-time infrastructure powering voice 
and video remains constrained by designs built for an earlier era., but nowhere is the gap 
between promise and reality more visible than in telecommunications. While large language 
models (LLMs) and voice assistants have made significant advances in consumer-facing 
interfaces, the backend infrastructure powering real-time voice interactions has lagged behind. 
Most platforms are still relying on brittle integrations, clunky middleware, and legacy signaling 
paths that were never designed to support the dynamic nature of AI-driven workflows. 

This leads to a host of systemic issues: inconsistent latency, dropped context, poor speech 
recognition, and AI agents that can’t meaningfully complete tasks or escalate intelligently. 
Meanwhile, developers are burdened with stitching together cloud APIs, provisioning compute 
for inference, managing state manually, and compensating for jitter and lag at every layer. 

SignalWire offers a radically different approach. By embedding AI directly into the media and 
signaling fabric itself, rather than layering it on top, SignalWire has created a system where 
intelligence is native to the communication process, not an afterthought. 

This architectural shift means developers can now create and deploy real-time, programmable 
AI agents in minutes, not weeks. The result: faster, smarter, lower-latency voice experiences 
that scale natively across SIP, WebRTC, PSTN, and more. In this whitepaper, we break down 
the core elements of SignalWire’s embedded AI model, why it works, and why it’s the inevitable 
future of communications. 

 

2. The Problem: Legacy Models Can’t Keep Up 



AI has been retrofitted into legacy telecom stacks using brittle methods: streaming audio 
through WebSockets to cloud-hosted LLMs, manually bridging STT, NLU, and TTS components, 
and building context switching on the fly. This approach not only introduces delays of up to 
several seconds per turn, but also fractures the user experience, as handoffs between systems 
become unreliable and context is frequently lost. 

Developers tasked with building these solutions often find themselves writing glue code just to 
make basic functionality work. They must manage session state across services, handle retries 
and failure recovery, and monitor latency across several different APIs, all before even 
beginning to apply RISEN-style prompting or define structured task prompting using POM 
(Prompt Oriented Model). 

Meanwhile, enterprise teams struggle with scalability. Each AI interaction requires costly 
compute, and the architecture can’t reliably adapt to spikes in traffic or changes in behavior. 
Latency becomes inconsistent. Speech recognition breaks under jitter. Callers experience long 
pauses and awkward transitions. And because most systems rely on a cloud AI provider, 
privacy, cost, and compliance become even harder to manage. 

CPaaS providers advertise "programmable AI" experiences, but what they deliver is 
fundamentally reactive: calls must leave the platform to perform reasoning, and developers are 
forced to operate like systems integrators instead of solution builders. What customers want, 
conversational, responsive, task-completing agents, remains out of reach for all but the most 
heavily engineered systems. 

 

3. SignalWire’s AI Kernel 

SignalWire took the hard path first: embedding AI into the same runtime that processes calls. Its 
AI Kernel runs inside the same infrastructure layer as the media and signaling engine, 
eliminating the need to offload audio to remote services and reducing the cognitive load for 
developers. Unlike traditional cloud integrations, where AI lives at the edge of the call and must 
be fed audio via proxy, SignalWire's model allows agents to live in-line with the conversation. 

SignalWire’s embedded execution model works with wide, general-purpose models that are 
dynamically focused using RISEN-style prompting techniques and innovations like POM 
(Prompt Oriented Model). This design gives SignalWire the ability to: 

●​ Transcribe and analyze speech with sub-500ms round trip latency, ensuring lifelike 
conversations 

●​ Execute language model logic directly within the session, without leaving the fabric 
●​ Enforce guardrails, memory policies, and role constraints locally, without exposing raw 

user data to third-party services 
●​ Scale agents like infrastructure, not like brittle apps that must be provisioned, patched, 

and monitored manually 



This embedded approach solves what most platforms treat as technical debt: variable latency, 
fragmented control flows, and inconsistent AI state. With embedded execution, every action the 
AI takes is synchronized with the telephony state, meaning it can influence call routing, media 
playback, DTMF collection, or even recordkeeping in real time. 

With Call Fabric, SignalWire enables AI Agents, Rooms, Subscribers, and APIs to behave like 
addressable endpoints in a real-time network. Logic and orchestration are described in SWML, 
a declarative language that empowers developers to define interactions without procedural 
code, eliminating the need for redundant backend infrastructure. 

 

4. From Prompt to Production in One File 

Building a full-featured AI agent in SignalWire requires one SWML file. This file encapsulates 
everything needed to define the agent’s personality, capabilities, and behavior within a live call. 
A single ai: block can set the role (e.g., receptionist, technical support, concierge), define tone 
and conversational style, configure memory retention policies, and assign tools to take 
real-world actions. 

Developers can add a post_prompt_url to trigger a webhook after the call ends, allowing for 
automatic CRM updates, ticket creation, or even sentiment analysis. Tools can be embedded 
using the swaig syntax to access internal systems and external APIs, perform lookups, or 
securely collect payment information. All of this logic lives in the same file, tightly coupled with 
the media layer. 

Once defined, the agent can be bound to any channel: PSTN via phone number, SIP via 
subscriber, or a Room for multiparty video. SignalWire’s Call Fabric handles routing and 
execution instantly, with no need to deploy cloud infrastructure, spin up VMs, or write 
microservices to connect the pieces. 

The result is an entirely serverless deployment flow. Just publish the file and the agent is live, 
ready to take calls, escalate to humans, access APIs, and summarize conversations in real 
time. 

SignalWire’s Voice AI interface is powered by innovations like POM, Prompt Object Model, a 
strategy for driving agent behavior through a simpler document object schema, rather than 
model tuning or training. With POM, developers define how the AI should behave using 
structured domain-specific prompts that structure tasks in a predictable, reusable way. This 
removes the need for fine-tuning, ensures model generality, and increases transparency and 
safety. POM enables RISEN-style prompting that adapts wide models to narrow use cases by 
orchestrating prompts around role, intent, state, execution, and next steps. 

 



 

5. Developer Velocity: From Months to Weeks 

SignalWire's approach collapses development time dramatically by transforming what 
traditionally takes months of API integrations, infrastructure provisioning, and multi-vendor 
coordination into streamlined, declarative development that can be completed in days or weeks. 
By embedding AI directly into the real-time communication layer, SignalWire eliminates the need 
for developers to manage speech pipelines, orchestrators, or voice SDKs. The stack is unified 
from day one. 

Teams that once needed months to plan and build voice applications with AI, factoring in 
separate components for STT, TTS, LLMs, logic, telephony, routing, escalation, and post-call 
workflows, can now ship prototypes in days and production-grade systems in under two weeks. 

Certain milestones that used to be complex and take months and years are now reduced to 
days and weeks 

●​ Create and test an AI intake bot with call routing 
●​ Add real-time API logic (e.g., check open tickets) 
●​ Run a full conversation and test the application. 

Because everything is declarative, developers focus on what should happen rather than how to 
plumb it together. SignalWire abstracts the real-time stack through Call Fabric and SWML, 
enabling a development experience that feels more like working with modern web frameworks 
than legacy telecom systems. 

This shift reduces operational overhead, accelerates product delivery, and gives both startups 
and enterprises a repeatable model for deploying advanced voice AI without the friction of 
traditional CPaaS or cloud-native telephony stacks. 

6. Why Everyone Else Is Behind 

Each of these solutions suffers from the same core limitations: they treat AI as something to 
integrate rather than something to embed. Twilio and Vonage offer AI features via cloud 
connectors or middleware, which means every conversational turn introduces latency and 
potential failure points. PolyAI and Dialogflow-style systems rely on static intent models and are 
best suited for narrow, pre-scripted use cases, not fluid, cross-domain dialogue or action-taking. 

LiveKit and Daily provide excellent media pipelines, but leave it up to the developer to build 
everything else, including agent state, orchestration logic, and system integrations. These 
infrastructure-only stacks may be performant, but they offer no built-in path to intelligent 
automation. 



Meanwhile, proposals like MCP (Modular Communications Protocol) envision a future of 
standardized interfaces between AI and telecom, but they lack execution. SignalWire has 
already shipped what these designs hope to become: a composable, programmable, real-time 
environment where AI lives inside the fabric, scales on demand, and acts with context. 

This is not just a matter of feature parity. It’s a philosophical difference. SignalWire enables 
builders to create meaningful, production-grade AI voice experiences without needing to cobble 
together a dozen services. That’s why developers are switching, and why the next wave of AI in 
telecom won’t be glued together. It will be composed. 

SignalWire is already running real-time agents in production globally, across SIP, PSTN, mobile, 
and video, without middleware, plugins, or heavy DevOps. Its composability and embedded 
performance are unmatched. 

 

7. The Strategic Future of AI in Telecom 

In a world where AI agents replace forms, menus, and scripted logic, execution matters more 
than model selection. While large language models continue to improve in accuracy and 
breadth, they will become increasingly commoditized. The true differentiator will be where and 
how those models are executed, and whether they can operate with continuity across channels, 
use cases, and sessions. 

SignalWire recognizes that intelligence must live not on the edge of the network, but in its core. 
By embedding AI directly into the media stack, it makes the agent a first-class system 
component, one capable of reasoning, taking action, and controlling flow in real time. These 
agents don’t just respond to queries; they drive the conversation, manage escalations, and 
perform backend logic with secure, verifiable outcomes. 

SignalWire’s model introduces a new era where call flows are no longer hard-coded or 
stateless, they’re intelligent, dynamic, and conversational. With shared memory and secure 
context preservation, AI agents can pick up where they left off across calls, or operate in parallel 
across voice and chat. The result is a fluid, intelligent user experience that feels far more like a 
human assistant than a phone tree. 

This shift redefines what telecom is for: no longer just a conduit for sound, but a programmable, 
intelligent medium for service, support, and automation. The platforms that embrace this shift 
will be the ones that define the next generation of customer experience. SignalWire is already 
there. 

This isn’t about plugging AI into telecom. It’s about transforming telecom into an AI-native 
execution environment, one where intelligence and media operate as a unified system. 

 



8. Conclusion: The Stack is the Strategy 

SignalWire is not just a communications platform, it’s the foundation for a new generation of 
AI-native systems. If you're ready to deploy intelligent agents that act in real time, scale 
instantly, and integrate seamlessly into your communications fabric, SignalWire offers 
everything you need. 

Start building today at signalwire.com, or explore the developer docs to launch your first AI 
agent with SWML in just minutes. 

SignalWire didn’t just add AI to voice infrastructure. It rebuilt the voice stack to support AI 
natively, with developer experience, security, and performance at its core. That’s why 
developers can launch useful, intelligent voice agents in minutes, and why enterprises are 
choosing SignalWire to scale their communications infrastructure with confidence. The next 
generation of communication isn’t stitched together. It’s composed. And it’s already running, on 
SignalWire. 

 

Appendices 

A. SWML Agent Example with SWAIG Tools​
B. Benchmark: Round-Trip Latency vs Competitors​
C. Developer Onboarding Flow​
D. Glossary of AI Integration Terms (SWML, SWAIG, Post-Prompt, etc.) 

 

https://signalwire.com
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